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Abstract : Life support robots in care settings must be able to read a person’s emotions from facial expressions 
to achieve empathic communication. This study aims to determine the degree of agreement between Multi-task 
Cascaded Convolutional Neural Networks (MTCNN) results and human subjective emotion analysis as a function 
to be installed in this type of robot. Forty university students talked with PALRO robot for 10 minutes. Thirteen 
area of interest videos were used to assess the validity identified by MTCNN was facial expression was happy or 
combination of happy and other emotions. Twenty university students and 20 medical professionals identified 
which of the 7 emotions (angry, disgust, fear, happy, sad, surprise, neutral) were present. Fleiss’ kappa coeffi-
cient was calculated. Kappa coefficients of the emotion analysis for seven emotions ranged from 0.21 to 0.28. 
Kappa coefficient for “Happy” was the highest (0.52 to 0.57) with moderate agreement. Among female university 
students, only “Surprise” had a moderate agreement with Fleiss’ kappa coefficient of 0.48. MTCNN emotion anal-
ysis and human emotion analysis were in moderate agreement for the identification of “Happy” emotions. The 
comparison of the agreement between the results of emotion analysis from facial expressions using non-contact 
MTCNN and subjective human facial expression analysis suggested that the use of MTCNN may be effective in 
understanding subjects’ happy feelings. J. Med. Invest. 72 : 93-101, February, 2025
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INTRODUCTION
 

Japan’s population is aging rapidly, and it is projected that by 
2050, the middle age in Japan will be 53.6 years old, and the per-
centage of the population over 65 years old will be over 37.5% (1). 
This has led to an increased demand for long-term care services, 
such as facilities for the older population and long-term care 
facilities (2, 3). Therefore, medical professionals should improve 
the quality of care for the older population in Japan’s hyper-aged 
society (4).

Japan’s Ministry of Health, Labour and Welfare’s 2022 report 
states that an additional 320,000 care professionals will be 
needed by 2025, compared with the number of care professionals 
in 2019 (5). However, due to declining birthrate and population 
aging, the number of people aged 20 to 64 is projected to decrease 
by 14 million human resources over the next 20 years (6). In 
developed countries, such as Japan, where the birthrate is de-
clining and the population is aging, there is a shortage of nursing 
staff in chronic care wards (7). Thus, communication robots are 
being used to maintain social activities, promote communica-
tion, prevent dementia, and improve the effectiveness of treat-
ment for older adults who live alone and otherwise have little 

social participation in Japan (7). In the United States, Korea, 
Australia, and other countries, artificial intelligence (AI)-based 
social support robots that observe and manage the health of the 
older population are also attracting attention (8).

A meta-analysis of the effect of social support robots using 
artificial intelligence on the improvement of cognitive function in 
the older population aged 65 years and older from 2010 to 2021 
reported significant improvements in cognitive function (9). In 
addition, it has been reported that social support robots not only 
support the older population but also the caregivers who assist 
the older population (10).

In 2016, Japan’s Cabinet Office launched the AI Technology 
Strategy Council, which cited Society 5.0, the 5th Science and 
Technology Basic Plan for the future of Japanese society using 
AI, as an important technological foundation (11, 12). In Society 
5.0, research on human-machine interaction will be important to 
establish a harmonious relationship in which humans and social 
support robots work together toward a common goal in physical 
space (13).

Interpersonal trust refers to a psychological state that includes 
the intention to accept vulnerability to the other person’s behav-
ior in the expectation that the other person will take certain ac-
tions that are important to them (14). When communicating with 
patients, interpersonal relationships stagnate without trust, and 
patients and their families may not be able to provide all the care 
they need (15). A social support robot that act in concert with hu-
mans, it must be trusted by humans (16). Trusted relationships 
are also important for improving interpersonal relationships 
with patients (17).
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Robot characteristics, such as trustworthiness, behavior, and 
transparency have been shown to influence peoples’ level of trust 
in social support robots (18). Empathy refers to the ability to 
put oneself in another person’s “heart position” and understand 
their emotions and feelings (19). Translating this to robots, trust 
between people and social support robots requires the ability of 
social support robots to infer human emotions (artificial empa-
thy) (20-23).

Artificial empathy by robots refers to the ability of computer 
systems to understand and respond to human thoughts, feelings, 
and emotions (24). Robot empathy with humans is also said to 
include the robot’s ability and process to recognize human emo-
tional states, thoughts, and situations and to generate emotional 
or cognitive responses (25). 

When people estimate the emotions of others, they do so pri-
marily based on facial expressions and voice information (26). 
The importance of emotion estimation results based on facial 
expressions and voice varies by culture and age (27, 28), and indi-
vidual physical cues, such as facial expressions, speech, posture, 
and gestures, are often invalidated by social masking, in which 
people consciously or unconsciously hide their true emotions (29). 
Therefore, physiological signals, such as heart rate variability, 
electroencephalography signals, and eye movements can be used 
to estimate emotions accurately and objectively (30, 31).

However, it is impractical for social assistance robots to wear 
contact-type measuring devices on humans in everyday life to 
infer human emotions. In public places, physical cues, such as 
facial expressions, conversation, posture, and gestures have 
proven to be much more useful and effective (32-34). Over the 
years, advances in deep learning have improved the accuracy of 
facial expression analysis (35). Artificial intelligence algorithms, 
such as deep learning and reinforcement learning have evolved, 
and certain algorithms, such as convolutional neural networks 
and recurrent neural networks have attracted attention owing to 
their ability to analyze images, voice, and even video (36).

Facial expression recognition systems are an emerging field of 
computer vision research that focuses on developing technologies 
that can sense, understand, and respond to human emotions 
(37). Automated computer vision technology has made it easier 
and cheaper to analyze large amounts of data and to consistently 
quantify facial features due to advances in affective computing. 
Improved techniques that leverage advances in temporal and 
spatial granularity have also allowed computer vision-based 
analysis to provide researchers with a deeper understanding of 
the phenomena of their subjects (38). 

In vision-based facial expression recognition, independent 
feature extraction and classification are the main concerns. The 
selection and classification of salient features requires expertise, 
is time-consuming, and is error-prone (39). Several studies have 
used convolutional neural networks to address the limitations 
of traditional vision-based facial expression recognition (40) 
and have showed improved performance (41, 42). Zhang et al. 
(43) used Multi-task Cascaded Convolutional Neural Networks 
(MTCNN) to jointly perform face detection and alignment by 
coarsely and finely predicting the positions of faces and land-
marks. Using MTCNN improved the accuracy of real-time face 
detection, enabling rapid face detection and showing the best 
comprehensive facial recognition performance (44). Human 
communication relies mostly on nonverbal signals expressed 
through body language. Facial expressions, in particular, convey 
emotional information that allows people involved in social in-
teractions to determine each other’s emotional states and adjust 
their behavior appropriately (45). 

The significance of this study is to address whether a social 
support robot can analyze human emotions using facial expres-
sion analysis based on a non-contact MTCNN in the same way 

that a person can guess another person’s emotions without using 
a contact-type device that receives biological signals, such as 
heart rate variability and cerebral blood flow. This enables the 
social support robot to appropriately infer emotions from the 
facial expressions of others and speak to them empathetically. 

This study aims to determine the degree of inter-rater agree-
ment between the MTCNN facial expression analysis results 
and human subjective facial expression analysis as a function to 
be installed in this type of robot.

MATERIALS AND METHODS
Theoretical framework

Peplau (46) described that the nurse-patient relationship as 
“the primary human contact that is central fundamental to 
providing nursing care.” The Interpersonal Relations theory 
(46) relies on participant observation. One type of participant 
observation is “empathic linkages,” which is the “ability to feel in 
oneself the emotions experienced by another person in the same 
situation” (46). The data from these patient observations result 
in the nurse’s understanding of the patient, which will serve 
as a basis for the nurse to decide what nursing care the patient 
requires. 

When a person shows empathic understanding to another per-
son, he or she judges the other person’s emotions from the other 
person’s voice, facial expressions, actions (47, 48), and conveys 
that he or she empathizes with the other person (48, 49). For a 
robot to show empathy to a human, it must be able to grasp the 
other person’s emotions accurately. 

Visual modality allows the robot to perceive and interpret 
visual cues, such as facial expressions, gestures, body language, 
and gaze direction. Robots that employ visual modalities can 
perceive their environment using cameras and process visual 
information using computer vision algorithms. This modality is 
used in applications, such as robot navigation, surveillance, and 
human-robot interaction (50). This study focused on whether the 
MTCNN can grasp the other person’s emotion via facial recog-
nition using a visual modality as a required function for robots.

Study Subjects
To ensure that the results of the experiment were not influ-

enced by the data of the subjects, 40 university students in their 
20s were included in the study, whose expressions varied accord-
ing to age, gender, and nationality. Note that since the subjects 
were conversing with a communication robot, severe communi-
cation disorders were used as an exclusion criterion.

Data Collection Period 
The study was conducted from June 30, 2023, to August 3, 

2023.

Social Support Robot to be used in this study
PALRO (a communication robot 40 cm tall and weighing 1.8 

kg) from Fujisoft, Ltd. was used as a social support robot. It can 
perform smooth conversation and is suitable for communicat-
ing with people ; therefore, it can perform daily conversation, 
recreation, and health exercise guidance. In addition, linking 
with PALRO’s dedicated application makes the intended con-
versations and other activities possible. In Japan, PALRO has 
been selected as a communication robot for investigation by the 
Ministry of Economy, Trade and Industry’s “Project to Promote 
the Development and Introduction of Robotic Nursing Care 
Equipment” in recognition of the evidence from various demon-
stration tests using PALRO (51).
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Clinical Experimental Methods
The experimental site was at the Department of Health 

Sciences, University of Tokushima. The communication mode 
within PALRO was used for intentional conversation with the 
subject. This allows the operator to remotely control the words 
and movements of the communication robot. A scripted conver-
sation can be added remotely using a tablet or keyboard. The 
length of each subject’s conversation with the communication 
robot is approximately 10 minutes. As shown in Figure 1, the 

interaction between PALRO and one subject was recorded using 
a single digital video camera. The operator typed the content of 
the communication robot’s conversation with the subject. One 
examiner contacted the operator assistant to coordinate the end 
time and record important events during the conversation and 
radio clock time in a field notebook (52, 53). The subject is situ-
ated against a wall and in a way where no one else can be seen 
in the background. The distance between the subject and the 
communication robot was 80 cm. To recognize facial expressions, 
the subject’s eyes, mouth, and nose were made visible.

Figure 1.　Experimental environment

Figure 2.　Time schedule of the experiment
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The process of selecting data for analysis
Of these 40 subjects, 28 were selected who had no missing 

data. Next, we selected 16 students whose data indicated in the 
questionnaire that they were happy to talk with the communi-
cation robot. Finally, the MTCNN facial analysis results of 15 
subjects who were “happy” with at least one video frame were 
selected for analysis. 

Analysis of facial expressions using Multi-task Cascaded Convolu-
tional Neural Networks

The objective method employed the MTCNN which included 
in the OpenCV library was used. The MTCNN has been used 
the facial expression recognition class (54), an open-source li-
brary for Python. The facial expression recognition class accepts 
the parameter “mtcnn” as an argument, but the default param-
eter is “mtcnn = False”. The facial expressions to be analyzed 
are classified into 7 categories : angry, disgust, fear, happy, sad, 
surprise, and neutral, using a vision-based facial expression rec-
ognition classification model, and analyzed using the MTCNN, 
which is a deep learning-based method. MTCNN performs high-
ly accurate face detection. It uses convolutional neural networks 
(P-Net, R-Net, and O-Net) with three different resolution images 
as input to perform the three tasks (face classification, bounding 
box regression, and face feature point detection) (55). A combi-
nation of MTCNN-based face detection and Deep Convolutional 
Neural Network based facial expression recognition models were 
used to determine the subject’s emotional state. 

Method for video processing and extraction of area of interest from 
video

The conversation videos selected for facial expression anal-
ysis were from the subjects who mentioned in their respective 
post-experiment questionnaires that they felt happy conversing 
with PALRO. 

The video editing software Shotcut (Dun & Bradstreet, Inc.) 
was used for facial expression extraction. Shotcut removes all 
unnecessary parts of the subject’s face where different facial 
expressions were identified. Mosaic processing was applied to 
the areas unrelated to the facial expression analysis by artificial 

intelligence. Video size was adjusted to a frame width of 640, 
frame height of 480, and frame rate of 29.97 frames per second. 
To allow minute changes in facial expressions to be analyzed, 
video frames judged to be happy data were extracted using the 
editing software and were used for evaluation. 

The analysis results were displayed relative to the seven fa-
cial expressions ; thus, the sum of all emotions was 100%. The 
analysis output of the video was 30 frames per second. The 337 
MTCNN facial analysis results show happy at least one video 
frame were selected. Within these results, parts where happy 
was present for more than one frame in a row for more than 6 
seconds were selected. 

Finally, 13 area of interest in which the subject’s facial expres-
sion was “happy” or the sum of “happy” and other emotions were 
identified in 162 frames or more (90% or more of 180 frames in 6 
seconds), which were selected for the validity assessment. Table 
1 shows 13 area of interest videos to assess the validity identified 
by MTCNN was facial expression was happy or combination of 
happy and other emotions.  

Raters and validity assessment method
There were 40 raters comprising 10 male and 10 female 

university students and 10 male and 10 female healthcare 
professionals. The university student raters consisted of newly 
enrolled freshmen to reduce the possibility of differential learn-
ing experience bias. Healthcare professionals with more than 
10 years of experience were selected because of their experience 
in interacting with people and their ability to understand facial 
expressions (56, 57). These raters analyzed 13 extracted target 
videos in silence and selected their evaluation result based on 
seven emotions, the same as the facial expressions analyzed by 
MTCNN.

Statistical Processing Method
The statistical procedure for this study was to determine 

the minimum, median, and maximum values for the subjects 
and raters. Agreement between raters was measured using the 
overall agreement rate and the Fleiss’ kappa coefficient. In this 
study, a significance probability (p-value) of less than 0.05 is 
considered statistically significant.

Table 1.　Emotional percentages of the 13 happy focus videos used in the validity assessment 
identified by MTCNN

Area of interest Percent of happy Percent of other emotions

1 100% 0%

2 100% 0%

3 49% Disgust：50%, Angry：1%

4 100% 0%

5 34% Neutral：42%, Disgust：24%

6 100% 0%

7 41% Angry：55%, Disgust：1%, Sad：3%

8 98% Disgust：2%

9 100% 0%

10 97% Angry：1%, Disgust：1%, Sad ：1%

11 100% 0%

12 53% Neutral：44%, Angry：3%

13 100% 0%
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RESULTS
Table 2 shows the demographic characteristics of the sub-

jects and raters. All subjects in this study were female, with a 
minimum age of 18 years, a maximum age of 22 years, and a 
median age of 20 years. Raters comprised university students 
and healthcare professionals from both genders. All university 
student raters were 18 years old. The minimum, maximum, and 
median ages of male healthcare professional raters were 34, 
54, and 37.5 years, respectively, and the minimum, maximum, 
and median years of professional employment were 10, 31, and 
14.5 years, respectively. The minimum, maximum, and median 
ages of female healthcare professionals were 34, 47, and 40 
years, respectively, and the minimum, maximum, and median 
years of professional employment were 11, 25, and 17.5 years, 
respectively. 

The professional occupations of the females were 7 nurses, 1 
pharmacist, 1 physical therapist, and 1 dietitian, and the pro-
fessional occupations of the males were 7 nurses, 2 pharmacists, 
and 1 laboratory technician.

Table 3 shows the agreement between the MTCNN-rated 
analysis of the seven different emotions and the raters’ evalua-
tions based on the same facial expressions.

The overall Fleiss’ kappa coefficient for the seven emotions 
judged by humans was 0.21-0.28, which is interpreted as a slight 
agreement. The Fleiss’ kappa coefficient for the human judgment 
of the emotion happy was 0.52-0.57, which indicates a moderate 
agreement. Fleiss’ kappa coefficient for the emotion of surprise 
was 0.48 (moderate agreement), was seen among the female 
university student raters. 

University student males were Happy (p<0.01), Surprise 

(p=0.01), Fear (p=0.01), and Neutral (p<0.01). University student 
females were Happy (p<0.01), Sad (p<0.01), Disgust (p<0.01), 
Surprise (p<0.01), and Neutral (p<0.01). Healthcare professional 
males were Happy (p<0.01), Sad (p=0.01), and Neutral (p<0.01). 
Healthcare professional females were Happy (p<0.01), Disgust 
(p<0.01), and Neutral (p=0.02). The indicated locations showed 
significant differences at p<0.05, but the locations with low 
Fleiss’ kappa coefficient resulted in low correlations.

DISCUSSION

This study sought to determine the degree of inter-rater 
agreement between human raters and MTCNN regarding 
facial expressions of emotions. There was a slight to moderate 
agreement across the examined emotions, with Happy having 
the highest levels of agreement among the human raters and the 
MTCNN (58). 

The visual perception of emotions can vary across age, sex, 
social background, and culture. Tu et al. (59) summarize several 
studies that reveal that Western and East Asian participants 
have different viewing strategies when processing facial stim-
uli. Westerners tend to focus on salient features and use those 
attributes to categorize what they are analyzing (60). On the 
other hand, East Asians tend to analyze more holistically, and 
this can lead to overlapping judgments about certain emotions 
(60). The degree of inter-rater agreement may be attributed to 
the difference in culture between the raters who are of Japanese 
descent and MTCNN, which is trained on Western-based exam-
ples (55, 61).

In addition, since it was determined that a person with suffi-

Table 2.　Demographic characteristics of subjects and raters

Target Subjects Gender
Age

(Years old)
Years of professional 
experience (Years)

Min. Median Max. Min. Median Max.

Subjects Female (N = 15) 18 20 22

Raters

University 
students

Male (N = 10) 18 18 18

Female (N = 10) 18 18 18

Healthcare 
professionals

Male (N = 10) 34 37.5 54 10 14.5 31

Female (N = 10) 34 40 47 11 17.5 25

Min. = minimum, Max. = maximum.

Table 3.　Degree of agreement between MTCNN and human subjective emotion analysis

Happy Angry Sad Disgust Surprise Fear Neutral Total κ Total p

University 
students
(N = 20)

Male 
(N = 10)

κ 0.52 -0.01 0.00 0.03 0.11 0.10 0.16
0.22 0.00

p < 0.01 1.15 0.95 0.44 0.01 0.01 < 0.01

Female
(N = 10)

κ 0.57 -0.02 0.18 0.17 0.48 0.08 0.13
0.28 0.00

p < 0.01 1.29 < 0.01 < 0.01 < 0.01 0.06 < 0.01

Healthcare 
professional
(N = 20)

Male 
(N = 10)

κ 0.57 -0.02 0.10 0.06 0.06 0.01 0.17
0.24 0.00

p < 0.01 1.29 0.01 0.15 0.14 0.81 < 0.01

Female
(N = 10)

κ 0.53 0.02 0.08 0.24 0.06 -0.02 0.09
0.21 0.00

p < 0.01 0.57 0.05 < 0.01 0.15 1.29 0.02

κ : Fleiss’ kappa coefficient    p : P value
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cient years of clinical experience would have the ability to ade-
quately infer the emotions of others, persons with 10 to 31 years 
of clinical experience were selected as evaluators (48, 49). For 
the student evaluator, we selected a first-year university student 
who did not know the subject because having someone who knew 
the subject’s usual condition could cause positivity bias. 

Inter-rater reliability was measured using the Fleiss kappa 
coefficient (62). Overall agreement for the seven emotions in this 
study was good (Fleiss’ K = 0.21-0.28), and moderate agreement 
was obtained for “Happy” (Fleiss’ K = 0.52-0.57). This result is 
congruent with the findings of Rutter et al. (63), who found that 
the ability to recognize “Happy” emotion remained preserved 
throughout the lifespan. 

Only female students showed moderate agreement (Fleiss’ K= 
0.48) for “Surprised.” Thirteen area of interest videos to assess 
the validity identified by MTCNN was facial expression was 
happy (ranged from 34% to 100%) or combination of happy and 
other emotions (mainly, disgust, neutral, and angry).  

This follows a similar finding in a study where young females 
generally perceived emotions of higher intensities (fear, angry, or 
happy) more than young males (63). This also corresponds to the 
fact that young adults have a higher ability to recognize facial 
expressions than older adults (64). It was reported that fearful, 
neutral, and disgusted faces, with surprised faces being most 
likely classified as happy faces (65). In our study, thus, it was 
considered that the facial expressions, which female students 
evaluated as surprising were a disgust, angry, and neutral.

Cîrneanu et al. (66) noted that the technology to accurately 
track users’ feelings accurately is not sufficiently mature and 
still remains a challenge. If emotion analysis based on facial 
expressions using non-contact MTCNN becomes feasible, hu-
manoid robots could be used in healthcare.

The number of papers regarding the facial expression recog-
nition is increasing, however, there is no uniformity in which 
of the existing data sets is used (67). That is, existing publicly 
available data sets are insufficient for effective facial expression 
recognition and are not diverse enough. Effective solutions to 
these problems are needed, including data expansion, combining 
multiple datasets, modifying existing data, and creating new 
datasets (68). Despite the availability of large annotated train-
ing datasets, challenges remain due to image size variation and 
unbalanced categories. Inherent biases can lead to suboptimal 
performance in certain classes and pose a risk of overtraining 
(69). It is this risk that creates misclassification, the most in-
fluential issue in facial expression recognition datasets (70). 
Certain facial expressions, such as fear and surprise, disgust 
and anger, contempt and sadness, have only slight differences. 
Confusion is possible when multiple emotions are simultane-
ously felt, such as laughing while shedding tears (71). These 
factors have been shown to result in mislabeling and placing 
facial images in the wrong directory (70). Therefore, due to fewer 
face landmarks and their intensity for deep learning models, 
performance improvement for facial expression recognition still 
needs to be improved for accurately predicting facial emotion rec-
ognition. Zoning-based face expression recognition method was 
proposed that to locate more face landmarks to perceive deep 
face emotions indemnity through zoning all facial zones (left eye, 
right eye, nose, mouth, forehead) (72).

Nursing is a discipline that develops knowledge of the relation-
ship between compassion and health, healing, and well-being 
(73). Humanoid robots need artificial empathy to “understand” 
the feelings and thoughts of others and respond accordingly 
(74). This requires remembering experiences (75), processing 
language, maintaining conversations (69), and reading emotions 
from facial expressions (76). For future research, the use of 
humanoid robots in nursing requires not only the technical dex-

terity that humanoid robots excel at but also the communication 
skills to interact with patients, including the ability to listen to 
patients with compassion, understand people who are getting 
better, and make ethical decisions accurately and appropriately 
(76). 

IMPLICATIONS

The results of this study suggest that MTCNN-based emotion 
analysis can be applied to humanoid robots in healthcare set-
tings. However, to convey empathy, these robots would require 
advanced capabilities in emotion recognition and conversation. 
The use of MTCNN also allows for non-contact and continu-
ous monitoring of patients’ emotional states. This is useful in 
settings where patients are unable to communicate, such as in 
intensive care units or for patients with speech impairments. 
MTCNN can also provide real-time feedback on patients’ emo-
tional well-being, enabling timely interventions and improving 
overall patient care.

LIMITATIONS OF THIS STUDY 

Since the subjects in this study were limited to university 
students, the accuracy of the MTCNN in determining emotions 
from non-contact facial expressions may also vary depending on 
the gender, age, and medical history of the subjects. This study 
conducted an emotion assessment without speech, it is possible 
that the recognition of emotions from facial expressions may 
have been ambiguous compared with the recognition of muted 
facial expressions associated with nonverbal vocalizations and 
verbal information. The small amount of data used in this study 
limits its generalizability.

This is because the facial expression recognition dataset 
(FER2013) used in this study was trained from Westerners’ 
facial photos. Therefore, if we had used the Oriental-based facial 
expression recognition dataset, although such a database does 
not actually exist, the evaluation results of facial expressions 
might have been different, and even more accurate evaluation 
results could have been obtained. To confirm the validity and 
reliability of the MTCNN for practical use, studies are needed 
in the older populations and in people with medical conditions 
and different cultural backgrounds that make reading facial 
expressions difficult. 

CONCLUSION

The comparison of the agreement between the results of emo-
tion analysis from facial expressions using non-contact MTCNN 
and subjective human facial expression analysis suggested that 
the use of MTCNN may be effective in understanding subjects’ 
happy feelings. In human communication, we gradually become 
aware of the emotions of others through facial expressions. In 
the human-robot interaction, it can be gradually understanding 
each other. By programing in this way, it is expected that the 
accuracy of facial emotion estimation by MTCNN will also be 
improved. 
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